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Executive Summary 

Developing a method for the accurate, direct, and independent assay of the fissile isotopes in bulk 
materials (such as used fuel) from next-generation domestic nuclear fuel cycles is a goal of the Office of 
Nuclear Energy, Fuel Cycle R&D, Material Protection and Control Technology (MPACT) Campaign.  To 
meet this goal, MPACT supports a multi-institutional collaboration, of which PNNL is a part, to study the 
feasibility of Lead Slowing Down Spectroscopy (LSDS).  This technique is an active, nondestructive 
assay method that has the potential to provide independent, direct measurement of plutonium and uranium 
isotopic masses in used fuel with an uncertainty considerably lower than the approximately 10% typical 
of today’s confirmatory methods.  This document is a progress report for FY2012 PNNL analysis and 
algorithm development. 

Progress made by PNNL in FY2012 continues to indicate the promise of LSDS analysis and algorithms 
as applied to used-fuel assemblies.  PNNL further refined the semi-empirical model developed in FY2011 
based on singular value decomposition to numerically account for the effects of self-shielding.  The 
average uncertainty in the plutonium mass across the NGSI-64 fuel assemblies was shown to be less than 
3% using only six calibration assemblies with a 2% uncertainty in the isotopic masses.  When calibrated 
against the six NGSI-64 fuel assemblies, the algorithm was able to determine the total plutonium mass 
within <2% uncertainty for the 27 diversion cases also developed under NGSI.  Two purely empirical 
algorithms were developed that do not require the use of plutonium isotopic fission chambers.  The semi-
empirical and purely empirical algorithms were successfully tested using MCNPX simulations as well as 
applied to experimental data measured by Rensselaer Polytechnic Institute (RPI) using their LSDS.  The 
algorithms were able to describe the 235U masses of the RPI measurements with a root mean square error 
of 2.3%.  Analyses were conducted that provided valuable insight with regard to design requirements 
(e.g., lead stack size, neutron source location, sensitivity to 235U in 238U fission chambers) of an LSDS for 
the purpose of assaying used-fuel assemblies.  Sensitivity studies were conducted that provide insight into 
ways the LSDS instrument can be improved by making it more sensitive to the center of the fuel 
assemblies.  

In FY2013, PNNL will continue efforts to develop and refine design requirements of an LSDS for the 
ultimate purpose of assaying used-fuel assemblies.  Future efforts will be directed toward more extensive 
experimental benchmarking of currently implemented time-spectra analysis algorithms.   
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Symbols, Acronyms and/or Initialisms 

BU Burn-up 
CT Cooling time 
GWd/MTU Gigawatt days per metric ton of uranium 
HEU Highly enriched uranium 
IAEA International Atomic Energy Agency 
IE Initial enrichment 
ISU Idaho State University 
LINAC Linear Accelerator 
LSDS Lead Slowing-down spectroscopy 
MLE 
LANL 

Maximum-likelihood estimation 
Los Alamos National Laboratory 

MPACT Material Protection and Control Technology 
NDA Non-destructive assay 
NGSI Next Generation Safeguards Initiative 
PNNL Pacific Northwest National Laboratory 
PWR Pressurized water reactor 
RMSE Root mean square error 
RPI Rensselaer Polytechnic Institute 
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1.0 Introduction 
Nondestructive assay (NDA) techniques for determining the quantity of plutonium isotopes (i.e., 239Pu, 
240Pu, 241Pu) in used-fuel assemblies is of great interest for nuclear safeguards operations with respect to 
fissile material accountability, determining shipper-receiver differences, and maintaining continuity of 
knowledge.  Such NDA techniques can also be used to support criticality calculations by verifying fuel 
burnup in order to maximize used-fuel capacity in fuel storage, and to optimize the efficient transport of 
used fuel. 

Current NDA methods infer total plutonium mass using a combination of burnup codes for calculating 
isotopic inventories and passive measurements of easily measured isotopes in used fuel (e.g., 137Cs and 
244Cm).  The International Atomic Energy Agency (IAEA) has determined that such methods typically 
carry a plutonium uncertainty of approximately 10% [1]. 

To address these issues, this project is studying the application of lead slowing down spectrometry 
(LSDS) for measuring fissile isotopic masses in used-fuel assemblies.  LSDS is a well-established active 
interrogation technique that has been used for nuclear cross-section measurements for several decades 
[2,3].  The goal of this effort is to use LSDS to directly measure fissile isotopes (e.g., 235U, 239Pu and 
241Pu) in used-fuel assemblies with significantly better accuracy than current methods, with minimal 
externally provided (operator-declared) information, and in a time-efficient manner.  Primary target 
applications for the LSDS are at the receiving end of a reprocessing/pyro-processing, waste processing, or 
fuel storage facility to establish the initial accountancy of plutonium mass through direct measurement.  

Earlier work by PNNL explored the use of neural networks capable of “learning” the effects of self-
shielding and compensating for nonlinearities between signal strength and isotopic masses [4].  However, 
that work did not address the objective of truly direct measurement and required extensive calibration 
using well-known spent-fuel assembly standards—an expensive and in some cases, impossible, 
requirement.  Following this, the authors explored the use of a nonlinear correction to the linear 
relationship using cubic splines to approximate the self-shielding effect over all slowing times [5].  The 
need for analyst intervention in defining knot points, and the limitations of the splines methodology to 
accurately track the sharp features of self-shielding, were considerable downsides to the splines approach.  
Subsequently, an analytical model for self-shielding was developed that relied on tabulated nuclear data 
but left the mass of fissile and attenuating isotopes as fitting parameters [6].  The method yielded fairly 
reasonable total plutonium mass errors within 5% over a narrow fuel parameter range and showed that 
LSDS was capable of full-volume assay; however, the method yielded ~10% error on total plutonium 
mass [7] over the entire parameter range spanned by the 64 assembly models in version 1 of the next 
generation safeguards initiative used fuel assembly library [8], as modeled in MCNPX 2.6.0 [9].  
Therefore, in FY2011, in addition to continuing to study and refine its analytical model, PNNL developed 
a semi-empirical algorithm, which showed promise of significantly reducing the uncertainties of the 
extracted isotopic masses to below 3% over the entire parameter range spanned by the NGSI 64 used fuel 
assembly library [10]. 

Significant progress toward this goal was made in FY2012.  PNNL demonstrated, using the semi-
empirical algorithm developed in FY2011, the potential of the LSDS to determine the total fissile 
plutonium mass within an average of 3% over the entire NGSI 64 library and the associated set of 27 
diversion assemblies using a small calibration set consisting of only 6 used-fuel assemblies.  This was a 
significant reduction from the initial calibration set consisting of the entire NGSI 64 library used in 
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FY2011.  This empirical algorithm was also successfully applied to experimental data measured by RPI 
in FY2012 to estimate 235U masses in fresh fuel and highly enriched uranium (HEU) discs.  Further, 
PNNL investigated the sensitivity of the empirical algorithm to uncertainties in the calibration set masses 
and the number of fuel assemblies used in the calibration set.  The ability of the LSDS to measure the 
fissile material in the inner rows of the fuel assemblies was also examined.  PNNL additionally developed 
a purely empirical algorithm that could be implemented using only threshold fission chambers, lined with 
either 238U or 232Th, since the original empirical algorithm (developed in FY2011) relies on signals 
measured by isotopic fission chambers containing material that may be difficult to acquire (i.e., 235U, 
239Pu, but particularly 241Pu). 

PNNL also studied aspects related to the conceptual design of an LSDS-based system.  Issues such as 
neutron source strength requirements, the size of the lead stack and the possible use of cadmium to reduce 
the influence of 235U in the 238U fission chambers were examined.  
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2.0 Principles of LSDS for Fuel Assay 
The use of LSDS for the NDA of used-fuel assemblies is based on the unique resonance structure of the 
cross sections of the isotopes in the fuel.  These resonances are strong functions of the incident neutron 
energy.  A simplified schematic of the PNNL design of a spectrometer for use in the NDA of used nuclear 
fuel is shown in Figure 2-1.  This figure also illustrates the process for determining the isotopic masses in 
the fuel assembly.  The interrogating neutrons are injected into the lead by a pulsed neutron source (e.g., 
linear accelerator (LINAC)), initially having several MeV of energy.  Within approximately a 
microsecond, they lose energy via inelastic collisions with the lead nuclei such that the mean interrogating 
neutron energy decreases to approximately 100 keV.  At that time (and neutron energy), elastic scattering 
becomes the dominant interaction process.  Then the relationship between neutron energy E and slowing 
time t, and the energy resolution, are given by [11]  

 , (1) 

 
,  (2) 

where k and t0 are parameters of the spectrometer, and A is the atomic mass of the material of the 
spectrometer.  Note that the resolution is independent of the time in this approximation.  An underlying 
assumption of these equations is that the lead is completely free from impurities, particularly those having 
light atomic mass, such as hydrogen. The presence of the fuel assembly in the spectrometer interrogation 
chamber also has an appreciable effect on the energy as a function of slowing time and the energy 
resolution [6]. 

As the interrogating neutrons slow down in the lead, they induce fissions in the various isotopes of the 
sample.  The prompt fission neutrons emitted by these fissile isotopes contribute to the signal generated in 
the assay-signal sensors (e.g., fission chambers containing 232Th or 238U).  The fission neutrons can be 
distinguished from the interrogating neutrons by their energy.  As 232Th and 238U have very low fission 
cross sections (<100 µb) below 100 keV, they make ideal materials for assay chambers to detect the fast 
fission neutrons. 
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Figure 2-1:  Schematic of the PNNL model of a lead slowing-down spectrometer for fuel assay. The 

interrogating neutron population induces fission in the fuel assembly and isotopic fission 
chambers, while the prompt fission neutrons generate a signal in the threshold or assay 
fission chambers. 

Currently, no spectrometer is capable of handling used-fuel assemblies in order to evaluate LSDS 
methods described in this report.  Therefore, this work currently relies on a modeling library (version 1) 
of 64 fuel assemblies developed by LANL [8] for the Next Generation Safeguard Initiative (NGSI).  This 
collection of modeled fuel assemblies will be referred to as the NGSI 64.  The assemblies range in initial 
235U loading from 2% to 5%, in burnup from 15 to 60 GWd/MTU, and in cooling time from 1 to 80 years. 
The hydrogen concentration in the fuel cladding of each assembly is set as 10 ppm per 1 GWd/MTU.  
Variation in radial burnup within each fuel pin, as well as variation in burnup among each separate fuel 
pin are included within each of the 64 fuel assembly models.  In addition, the NGSI library consists of 27 
diversion assemblies, which were modified from the fuel assemblies in the first set of 64 (which had an 
initial enrichment of 4 wt% 235U, a cooling time of 5 years, and burnups of 15, 30, and 45 GWd/MTU).  
These assemblies were modified to form the diversion assemblies by removing various numbers (8, 24, 
and 40) of fuel pins from the inner, middle, and outer regions of the assemblies and replacing them with 
fuel pins containing depleted uranium (0.2 wt% 235U) dioxide.  In MCNPX, the NGSI 64 fuel assembly 
models and 27 diversion assembly models were placed inside the assay chamber of a notational 
spectrometer described in [6] to simulate the assay and to evaluate the mathematical models used to 
extract the masses of the isotopes. 
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3.0 Time Spectral Analysis Algorithms  
In the PNNL approach, isotopic fission chambers measure the isotopic response to the neutron field inside 
the lead stack.  The isotopic fission chambers are comprised of one of the isotopes of interest (e.g., 235U 
and 239Pu) assumed to be present in the fuel assembly. The individual signals generated from induced 
fission in these chambers, xi(t), serve to deconvolve the assay signal, y(t), which is generated by the 
threshold fission chambers (lined with either 238U or 232Th).  The threshold fission chambers are sensitive 
to the prompt fission neutrons emitted from the fuel.  Examples of simulated isotope response functions 
and assay signals are shown in Figure 3-1. 

 
Figure 3-1:  Example LSDS time spectra from the PNNL LSDS design: Isotope response functions, x(t), 

for the three primary fissile isotopes of interest (left), and simulated assay signals, y(t), from 
PWR fuels of various burnup levels (right) [6]. 

Ideally, if self-shielding were insignificant, we would expect the assay signal y(t) to be a linear 
combination of the isotopic response functions, xi(t), 

  (3) 

where 235, 239 and 241 indicate 235U, 239Pu and 241Pu, respectively.  In (3), it is assumed for simplicity 
that the efficiencies the isotopic fission chambers are the same.  The isotopic coefficients, ai, are 
proportional to the corresponding isotopic masses, mi, in the fuel.  The constant C is used to account for 
the different efficiencies of the threshold-reaction assay chambers, and the isotopic response chambers. 

Realistically, the self-shielding effect caused by the presence of strong absorbers in the fuel assembly is 
significant and must be taken into account.  This self-shielding effect modifies the interrogating neutron 

flux such that volumetric average flux over the fuel assembly, , is not equal to the flux in the 

fission chambers, .  In order to account for the self-shielding, a time-dependent self-

shielding function, f(t), is introduced: 

Arbitrary scaling

y(t) =C a235x235(t)+ a239x239 (t)+ a241x241(t)!" #$

! fuel E,t( )
!detectors E,t( )



 PNNL-21820 

14 

 
, (4) 

where i indicates the fissile isotope, νi is the average number of neutrons released per fission, Ai is the 
atomic mass, and mi is the mass of the isotope i.  Equation (4) assumes each isotopic fission chamber 
contains the same number of fissile nuclei in addition to the assumptions upon which (3) is based.  The 
self-shielding function, f(t), is defined as 

  . (5) 

Note that there is no energy-dependence in f(t) in its definition in (5).  Therefore, (4) and (5) assume that 
 and  have the same energy spectral shape at any instant in time over the range of 

slowing-down times used in the analysis.  In this scheme, in order to extract the isotopic masses mi, it is 
necessary to measure the assay signal y(t) and the isotopic responses xi(t) as well as have a means to 
determine the self-shielding function f(t).  

3.1 Semi-Empirical Approach 

In FY2011, a semi-empirical model was developed to improve upon the analytical approach discussed in 
[10].  This approach was based on calibration and a numerical approximation to f(t) using singular value 
decomposition (SVD) [12].  The SVD technique reduced the data to a set of empirical basis vectors to 
approximate f(t)’s for each of the 64 NGSI fuels [13]. 

For the calibration step of the algorithm, six of the NGSI 64 fuel assemblies were chosen as a calibration 
set.  It was initially assumed that true masses of the fissile isotopes were perfectly known.  These six 
calibration fuel assemblies are described in Table 3-1, along with their fissile isotopic masses contained in 
the modeled one-meter–long section of the fuel assembly.  The acronyms BU, IE, and CT stand for 
burnup, initial enrichment, and cooling time, respectively.  Larger calibration sets were also explored, but 
it was found that a calibration set of six was the minimum set to accurately extract the isotopic masses.  

Table 3-1:  Calibration set of fuel assemblies used in semi-empirical algorithm 

Fuel	
  Assembly	
  Description	
  
(BU,	
  IE,	
  CT)	
  

Masses	
  (g)	
  
235U	
   239Pu	
   241Pu	
  

15	
  GWd/MTU,	
  2	
  wt%,	
  1	
  yr	
   1125	
   554	
   82	
  
30	
  GWd/MTU,	
  2	
  wt%,	
  1	
  yr	
   472	
   643	
   167	
  
30	
  GWd/MTU,	
  5	
  wt%,	
  20	
  yr	
   2933	
   768	
   53	
  
45	
  GWd/MTU,	
  2	
  wt%,	
  1	
  yr	
   186	
   668	
   208	
  
45	
  GWd/MTU,	
  5	
  wt%,	
  20	
  yr	
   1813	
   828	
   82	
  
60	
  GWd/MTU,	
  5	
  wt%,	
  20	
  yr	
   1059	
   854	
   106	
  

 

The quantities of Y(t) and Xi(t) are observables, obtained by scaling the raw MCNP tally results, y(t) and 
xi(t), assuming 1016 total neutrons from the pulsed neutron source and absolute detector efficiencies for 

( ) ( )∑=
i

i
i

ii tx
A
mCtfty ν)(

f t( ) =
! fuel E,t( )
!detectors E,t( )

( )tEdetectors ,φ ( )tEfuel ,φ
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the modeled fission chamber design of a cylinder of 60 cm in height by 1.645 cm in radius, lined with an 
active layer of 1 mg/cm2.  Poisson noise reflected the simulated statistics in each bin was then added to 
these observables.  For each of the six calibration set assemblies given in Table 3-1, the values of Y(t) and 
Xi(t), were substituted for y(t) and xi(t), respectively, in (4), and (4) was solved to obtain f(t).  The 
resulting six f(t)’s, with a value of 1.0 subtracted to ensure mathematical non-degeneracy, were used to 
form A, a 6 × 162 matrix, where the 162 columns represent the 162 logarithmically-spaced time bins used 
in the MCNPX simulations, ranging from 20 µs to 2000 µs.  

The SVD of A was calculated, factoring A into three matrices: unitary matrix U, diagonal matrix S, and 
matrix VT, 

 , (6) 

The columns of VT form an orthogonal set of basis vectors, Bk, that span the column space of AT, such that 
any of the six f(t)’s, with a value of 1.0 subtracted (columns of AT), can be represented by a linear 
combination of these six basis vectors.  Five of the six basis vectors in VT were used to numerically 
approximate f(t), 

 
, (7) 

where the bk’s are left as unknown constants to be fit.  It has been determined that using more than five 
basis vectors does not significantly reduce the errors in calculating the fissile isotopic masses [16].   For 
each fuel assembly assayed, (7) was substituted into (4), and the simulated isotopic fission chamber count 
rate, Xi(t), was also substituted into (4) for xi(t), to form the calculated assay signal   

 
!
Y (t) = 1.0+ bkBk (t)

k=1

5

!
"

#
$

%

&
'C

mivi
Ai
X i (t)

i
! . (8) 

Nonlinear maximum likelihood estimation (MLE) (see Appendix A) was then used to solve for the 
masses, mi, of the fissile isotopes and constants, bk.  In MLE, the fit is performed by minimizing the 
objective function 

 , (9) 

where the sum is performed over the 162 time bins used in the simulation.  For this calculation, the 

calculated assay signal  from (8) and the true assay signal Y(t) were substituted into (9). 

3.2 First Order Linear Model 

The semi-empirical model described in section 3.1 has demonstrated great potential for estimating the 
fissile isotopic masses.  However, it is desirable to have an algorithm which does not rely on signals from 
the isotopic fission chambers, since these fission chambers require material, namely 239Pu and especially 
241Pu, which may be difficult to acquire (it should be mentioned, though, that isotopic fission chambers 

A6!162 =U6!6S6!6V6!162
T

f t( ) !1.0+ bkBk t( )
k=1

5

"

R = Ŷ t j( )!Y t j( )" log Ŷ t j( )#
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Ŷ t( )



 PNNL-21820 

16 

containing 239Pu [14] as well as 241Pu [15] exist and are currently being used).  Therefore purely empirical 
first and second order models, based on Poisson regression, were developed.  These models are also based 
on using a well-known calibration set of fuel assemblies but only rely upon the assay signal from 
threshold fission chambers, lined with either 238U or 232Th.  In Appendix B, it is shown that these isotopic 
fission chambers need not be 100% isotopically pure in order for the theory behind the PNNL model 
described by (4) to be valid.  In the purely empirical approach, the basic concept is to develop a matrix 
that relates the masses of the calibration assemblies to their assay signals, and then to use that matrix 
relation to extract masses from assemblies with unknown masses. 

Calibration Procedure 

In the application of the linear empirical model, a set of k used-fuel assemblies from NGSI 64 are chosen 
as calibrations.  The MCNPX model of the LSDS currently assumes 162 time bins ranging in slowing-
down times from approximately 20 µs to 2000 µs.  Unlike the semi-empirical model discussed in section 
3.1, the linear empirical model allows for any of the isotopic masses to be estimated (e.g., 238U and 240Pu), 
not just the fissile isotopes.  Plutonium-240 is of interest because it is included in the IAEA’s definition of 
total plutonium.  We denote the number of isotopic masses to be estimated as p.  The assay fission 
chamber responses, Y(t), from the k calibration assemblies are used to form a matrix 

.  The p known isotopic masses of interest in the k calibration assemblies are 

used to form a matrix .  Equation (10) is then solved for matrix and error matrix , using 

MLE (see Appendix A): 

 . (10) 

Fitting Procedure 

In the fitting procedure, an assay signal, Y(t) from a 238U or 232Th fission chamber is obtained from the 
assay of a used fuel assembly containing unknown amounts of the isotopes of interest.  Using Y(t) and 
matrix determined from the calibration procedure, the vector m containing the p isotopic masses of 

interest, are extracted by using MLE to solve  

 . (11) 

where e is the error offset obtained from the fitted solution.  The matrix and vector dimensions are 
included as subscripts in (11) for clarity. 

3.3 Purely Empirical Second Order Model 

Since the self-attenuation function is highly non-linear, a purely empirical model, second order with 
respect to the isotopic masses, was developed to more accurately estimate the isotopic masses from the 
used fuel assembly assays.  One disadvantage of this approach is that the second order algorithm naturally 
requires more calibration assemblies, since 2nd order mass terms are required in addition to 1st order mass 
terms. 
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Calibration Procedure 

In the application of the 2nd order empirical model, k well-characterized calibration assemblies are chosen 
for the calibration set.  As in the first-order empirical model, matrix  is formed 

from the fission chamber assay signals from the assay of the calibration assemblies.  Matrix  

contains the p known isotopic masses of interest in the k calibration fuel assemblies, and the elements in 
matrix are the square of each of these known isotopic masses.  Cross terms in the masses (e.g., m239× 

m235) were not included in , since the algorithm would have required too many fitting parameters and 

calibration assemblies. The Y, M and Q matrices are related by  

 , (12) 

where the matrices , , and  are solved using MLE.  Matrices  and   then 

contain the empirical basis vectors to be used for the assay of unknown fuel assemblies, and matrix 
 is the error offset matrix resulting from the MLE.   

Fitting Procedure 

In the fitting procedure of the second order empirical model, an assay signal, Y(t) from a 238U or 232Th 
fission chamber, is obtained from the assay of a used fuel assembly containing unknown amounts of the 
isotopes of interest.  Using Y(t) and matrices  and   determined from the calibration 

procedure, the vectors and , which contain the p unknown isotopic masses of interest and 

square of these isotopic masses, respectively, are extracted by using MLE to solve 

  (13) 

where  is the error offset obtained from the fitted solution.  The matrix and vector dimensions are 
included as subscripts for clarity.  

Although this purely second-order model produced significantly better results than the purely empirical 
first-order model on average, the squared masses, contained in , result in difficulties.  For example, in 

addition to requiring more fuel assemblies in the calibration set, the squares of the masses result in large 
numbers (particularly for 238U) and numerical instabilities. 
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4.0 Comparison of Results Obtained from the Various Time-
Spectra Analysis Algorithms 

The algorithms discussed in sections 3.1-3.3 were applied to both simulated assay data as well as 
measured data obtained from experiments conducted at RPI. In this section, we compare the extracted 
fissile isotopic masses estimated using the semi-empirical, purely empirical first order, and purely 
empirical second order algorithms for both types of data.   

4.1 Results for Simulations of Assay of Used-fuel assemblies 

Comparisons of the calculated masses from the semi-empirical method and the true masses for 239Pu and 
241Pu are shown in Figure 4-1. The calculated masses were obtained by applying the semi-empirical 
method described in section 3.1 to the MCNPX-simulated assays of each of the used-fuel assemblies in 
the NGSI 64 version library.  The indices shown on the independent axis of Figure 4-1, were assigned to 
the used-fuel assemblies such that each successive group of 16 consecutive indices correspond to fuels 
having equal burnup, groups of 4 consecutive indices having equal wt% of 235U initial enrichments, and 
every fourth index having equal cooling time.  As shown in Figure 4-1, excellent agreement between the 
calculated and true plutonium masses were obtained over the entire NGSI 64 library. 

The semi-empirical algorithm was also applied to the 27 diversion assembly models, and the 
corresponding results for plutonium mass estimates are shown in Figure 4-2.  As shown, the calculated 
and true plutonium masses are in very good agreement for the 27 diversion assemblies as well.  These 
results are promising, since the diversion assemblies are quite different from the calibration set assemblies 
taken directly from the NGSI 64.  Also, it is interesting to note that the level of agreement between the 
mass estimates and the true masses of plutonium was independent of whether the rods were diverted from 
the inner, middle, or outer zones of the fuel assembly.  The same could not be said of the calculated 235U 
masses, for which better agreement was obtained for the cases for which the fuel rods were diverted from 
plutonium the outer zones of the assemblies, as indicated in Figure 4-3.  Since there is significantly less 
239Pu and 241Pu than 235U in these diversion cases, these results suggest that statistical uncertainties are at 
least as significant of an impact as the geometric sensitivity in introducing error in the calculated 
plutonium masses. 
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Figure 4-1:  Results for fissile plutonium mass estimates applying the semi-empirical algorithm on 

MCNPX-simulated assay of the fuel assemblies in the NGSI 64 version 1 library 

 
Figure 4-2:  Results for fissile plutonium mass estimates applying the semi-empirical algorithm on 

MCNPX-simulated assay of the 27 diversion assembly models 
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Figure 4-3:  Results for 235U mass estimates applying the semi-empirical algorithm on MCNPX-

simulated assay of the 27 diversion assembly models 

The average relative root-mean squared error, 
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from several analyses for the total fissile plutonium (239Pu + 241Pu mass) and the 235U mass over the entire 
NGSI 64 library (excluding the 6-assembly calibration set) are given in Table 4-1.  The first row contains 
the results for the semi-empirical algorithm.  Results for the diversion assemblies are better than for the 
NGSI 64, likely due to the fact that the diversion assemblies did not contain the extreme cases in the 
NGSI 64 (e.g., 60 GWd/MTU BU, 2 wt% IE, 80 yr CT).  Also shown in Table 4-1 are the results obtained 
with the purely empirical first order algorithm, as well as the semi-empirical algorithm, for which it was 
assumed that only a subset of the isotopic fission chambers were available.  The results using the purely 
empirical second order algorithm exhibit promise, but are still preliminary at this point in time, and are 
therefore not shown in Table 4-1.  For these particular cases, the isotopic responses corresponding to the 
unavailable isotopic fission chamber(s) were obtained by scaling and averaging the responses of the other 
isotopic fission chamber(s).  This is described by (15) for the case where it was assumed that neither a 
239Pu nor a 241Pu fission chamber was available and (16) for the case for which only a 241Pu fission 
chamber was unavailable for the used fuel assay. 
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Table 4-1:  Average RMSE values for total fissile plutonium and 235U mass for simulated assays 

Algorithm	
  

Isotopic	
  
Response	
  
Fission	
  

Chambers	
  

235U	
  RMSE	
  
(NGSI	
  64)	
  

239Pu	
  +	
  241Pu	
  
RMSE	
  

(NGSI	
  64)	
  

235U	
  RMSE	
  
(27	
  Diversions)	
  

239Pu	
  +	
  241Pu	
  
RMSE	
  

(27	
  Diversions)	
  
Semi-­‐Empirical	
   235U,	
  239Pu,	
  

241Pu	
  
11.2%	
   1.80%	
   4.76%	
   1.44%	
  

Semi-­‐Empirical	
   235U,	
  239Pu	
   19.24%	
   2.56%	
   Not	
  Calculated	
   Not	
  Calculated	
  
Semi-­‐Empirical	
   235U	
   27.3%	
   4.37%	
   Not	
  Calculated	
   Not	
  Calculated	
  
First	
  Order	
  
Empirical	
  

None	
   10.5%	
   8.1%	
   3.2%	
   9.5%	
  

 

   and   (15) 

   (16) 

 

4.2 Application of Algorithms to RPI’s Experimental Data 

Experiments were conducted by RPI at their Gaertner Linear Accelerator facility August 1-5, 2011, using 
the 1.8 m - edge cubic LSDS shown in Figure 4-4.  The pulsed neutrons are generated by the electron 
LINAC, with ~50 MeV electrons impinging upon a tantalum target, resulting in (e, γ) bremsstrahlung 
reactions, in turn resulting in (γ,n) reactions [19].  These (γ,n) reactions provide a neutron energy 
spectrum peaking around 0.5 MeV.  Assay targets used in these experiments consisted of combinations of 
the following items: 

1. A fresh UO2 Special Power Excursion Reaction Test (SPERT) fuel pin, having a 235U enrichment of 
4.8 atomic percent (35.2 g of 235U).   

2. Ten highly enriched (93.3 %) 235U (HEU) discs, with each disc having a diameter of approximately 
1.27 cm and containing between 0.2 and  0.3 g of 235U.  

3. A PuBe source containing approximately 96 g of 239Pu  
	
  

A picture showing the SPERT fuel pin with HEU discs wrapped around the pin in aluminum foil is given 
in Figure 4-5. 

PNNL analyzed the data from these experiments, using the first and second order empirical models, as 
well as the semi-empirical model.  The calibration set for the first and second order empirical models is 
shown in Table 4-2.  The PuBe source was the only item that contained 239Pu, so that there were 
effectively only 2 distinct 239Pu mass quantities, 0 and 96 g.  As a result, only the 235U mass fitting used a 
quadratic term when applying the second order empirical model to determine the masses of 239Pu and 
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235U.  The relative errors in the estimates of the 235U masses are given in Table 4-3.  The “Fuel Pin + 3 
HEU discs” and “Fuel Pin + 10 HEU discs” cases were each had duplicate data sets from repeated 
experiments.  Therefore, one set of data was used in the calibration, as indicated in Table 4-2, and the 
other set was used in the test set, shown in Table 4-3.  For the semi-empirical algorithm, the signal from 
the 238U fission chamber that was inserted into the LSDS assay chamber along with the assay targets was 
used as the Y(t) in (9), and the 235U fission chamber signal was used in place of X(t) in (8).  Since RPI’s 
239Pu fission chamber was not used for this set of experiments, only the 235U masses were estimated using 
the semi-empirical algorithm.  The calibration set used for the semi-empirical algorithm is given in Table 
4-4, and the relative errors for the 235U mass estimates for the test set cases are given in Table 4-5.  As 
shown in Table 4-5, the semi-empirical algorithm underestimated the true 235U mass in all cases.  The 
RMSE in the 235U mass over 5 of the 11 cases was 4.2% using the semi-empirical algorithm, for which 
the remaining 6 cases were used as the calibration set.  The overall RMSE values in the 235U mass for the 
first and second order empirical model were 4.6% and 2.3%, respectively.   Since only two distinct 
masses of 239Pu were used in the experiments, it is difficult to evaluate the performance of the empirical 
algorithms on estimating 239Pu mass.   

 
Figure 4-4:  LSDS at the RPI Gaertner Linear Accelerator 
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Figure 4-5:  HEU discs wrapped in aluminum foil around the fresh SPERT fuel pin 

Table 4-2:  Calibration set for first and second order empirical algorithms for experimental data 
Assay	
  Target	
   235U	
  mass	
   239Pu	
  mass	
  

Fuel	
  Pin	
   35.20	
  g	
   0	
  g	
  
Fuel	
  Pin	
  +	
  3	
  HEU	
  discs	
   35.99	
  g	
   0	
  g	
  
Fuel	
  Pin	
  +	
  10	
  HEU	
  discs	
   37.83	
  g	
   0	
  g	
  

Fuel	
  Pin	
  +	
  PuBe	
  Source	
  +	
  3	
  HEU	
  discs	
   35.99	
  g	
   96	
  g	
  
PuBe	
  Source	
   0	
  g	
   96	
  g	
  
3	
  HEU	
  discs	
   0.79	
  g	
   0	
  g	
  

 

Table 4-3:  Relative errors for 235U mass estimates for the first and second order empirical algorithms 

Assay	
  Target	
  
True	
  235U	
  
Mass	
  

1st	
  order	
  Empirical	
  Algorithm:	
  
Relative	
  Error	
  

2nd	
  order	
  Empirical	
  Algorithm:	
  
Relative	
  Error	
  

Fuel	
  Pin	
   35.20	
  g	
   -­‐8.3	
  %	
   -­‐3.2	
  %	
  
Fuel	
  Pin	
  +	
  1	
  HEU	
  disc	
   35.46	
  g	
   -­‐2.7	
  %	
   -­‐2.6	
  %	
  
Fuel	
  Pin	
  +	
  3	
  HEU	
  discs	
   35.99	
  g	
   1.2	
  %	
   1.9	
  %	
  
Fuel	
  Pin	
  +	
  5	
  HEU	
  discs	
   36.49	
  g	
   3.1	
  %	
   0.0	
  %	
  
Fuel	
  Pin	
  +	
  10	
  HEU	
  discs	
   37.83	
  g	
   5.7	
  %	
   3.9	
  %	
  
Fuel	
  Pin	
  +	
  PuBe	
  Source	
   35.20	
  g	
   5.0	
  %	
   -­‐0.6	
  %	
  

Fuel	
  Pin	
  +	
  PuBe	
  Source	
  +	
  1	
  
HEU	
  disc	
  

35.46	
  g	
   -­‐1.2	
  %	
   0.2	
  %	
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Table 4-4:  Calibration set for the semi-empirical algorithm for experimental data. 

Assay	
  Target	
   235U	
  mass	
   239Pu	
  mass	
  
Fuel	
  Pin	
   35.20	
  g	
   0	
  g	
  

Fuel	
  Pin	
  +	
  3	
  HEU	
  discs	
   35.99	
  g	
   0	
  g	
  
Fuel	
  Pin	
  +	
  10	
  HEU	
  discs	
   37.83	
  g	
   0	
  g	
  
Fuel	
  Pin	
  +	
  PuBe	
  Source	
  	
   35.20	
  g	
   96	
  g	
  

Fuel	
  Pin	
  +	
  PuBe	
  Source	
  +	
  1	
  HEU	
  disc	
   35.46	
  g	
   96	
  g	
  
Fuel	
  Pin	
  +	
  PuBe	
  Source	
  +	
  3	
  HEU	
  disc	
   35.99	
  g	
   0	
  g	
  

 

Table 4-5:  Relative errors for 235U mass estimates using the semi-empirical algorithm. 

Assay	
  Target	
   True	
  235U	
  Mass	
   Relative	
  Error	
  
Fuel	
  Pin	
   35.20	
  g	
   -­‐7.1	
  %	
  

Fuel	
  Pin	
  +	
  1	
  HEU	
  disc	
   35.46	
  g	
   -­‐5.7	
  %	
  
Fuel	
  Pin	
  +	
  3	
  HEU	
  discs	
   35.99	
  g	
   -­‐1.6	
  %	
  
Fuel	
  Pin	
  +	
  5	
  HEU	
  discs	
   36.49	
  g	
   -­‐1.1	
  %	
  
Fuel	
  Pin	
  +	
  10	
  HEU	
  discs	
   37.83	
  g	
   -­‐0.2	
  %	
  

 

The statistics of the experiment measurements may present challenges to the algorithm.  The poorer 
statistics introduce sharp artificial features (i.e., spikes) in the fission chamber signals that are more 
difficult to fit using basis vectors representing a wide range of parameters.  The measured 238U assay 
signal is shown in Figure 4-6 along with the fit approximated with the 1st order algorithm for the case of 
the SPERT fuel pin + PuBe source and 1 HEU disc.  Inspecting this graph, it is likely that if the statistics 
were better, such as by using more fission chamber detectors or a longer assay time, the relative errors in 
the mass estimates would be smaller.  
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Figure 4-6:  Measured 238U assay signal and corresponding fit for the assay of a SPERT fuel pin, PuBe 

source, and 1 HEU disc 
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5.0 LSDS and Semi-Empirical Algorithm Sensitivity Analyses 
In addition to quantifying the performance of the semi-empirical algorithm by measuring how accurately 
this algorithm could be used to determine fissile mass in both the simulations and experiments, a number 
of sensitivity studies were performed on the semi-empirical algorithm.  These studies include sensitivity 
of the errors in mass estimates to the size of calibration set, uncertainty in calibration set masses, and 
range of neutron slowing-down times used in the algorithm.  Sensitivity studies were also conducted on 
the LSDS instrument as a whole: the ability to detect fissile mass within the central depths of the used-
fuel assemblies, the ability to detect changes in fissile mass within a single fuel pin, and the effect of 
various amounts of water added to the fuel pins.   

5.1 Sensitivity of the Semi-Empirical Algorithm to Uncertainties in 
Calibration Set Masses 

All of the models studied this year rely on a calibration set to train the algorithm.  In practice, this would 
occur by conducting LSDS measurements on a used fuel assembly, and then conducting destructive 
analysis to determine the masses in the assembly.  The masses determined from these analyses will be 
determined with some non-zero uncertainty.  An analysis was performed to determine the sensitivity of 
the RMSE to uncertainties in the calibration set masses.  For this analysis, the following procedure was 
repeated 1000 times for standard deviations of 0%, 1%, 2%, and 5% in the calibration masses.  First, the 
calibration set masses were sampled from a lognormal distribution having a particular standard deviation 
(σ).  Then, the masses of the NGSI 64 fuel assembly library were calculated as described in section 3.1 
using these “noisy” calibration set masses.  For each set of 1000 trials with a given standard deviation, the 
RMSE between the calculated and true masses over the 64 NGSI assemblies was calculated.  The average 
over these 1000 RSME values is shown in Figure 5-1 for the NGSI 64.  This calculation was repeated for 
the 27 diversion assemblies, for which the results are shown in Figure 5-2.  For a 2% standard deviation 
level of uncertainty in the calibration set masses, the RMSE for the sum of the 239Pu and 241Pu masses is 
still less than 3% for both of these assembly sets.  Therefore, the accuracy of the calculated masses is still 
acceptable allowing for realistic uncertainties of the calibration set masses. 
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Figure 5-1:  Results for 235U and 239Pu + 241Pu mass estimates applying the semi-empirical algorithm on 

MCNPX-simulated assay of the NGSI 64 

 
Figure 5-2:  Results for 235U and 239Pu + 241Pu mass estimates applying the semi-empirical algorithm on 

MCNPX-simulated assay of the 27 diversion assembly models 

5.2 Sensitivity to Number of Fuel Assemblies in Calibration Set 

An analysis was performed to determine the effect of the number of calibration fuels used in the semi-
empirical algorithm on the errors in the fissile isotopic mass estimates over the NGSI 64.  The results of 
this analysis are shown in Figure 5-3.  The effect of the calibration set size is not very pronounced for the 
235U mass estimates, however, the 239Pu mass estimates improve monotonically with increasing 
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calibration set size.  Assuming the entire NGSI 64 library as the calibration set to generate the basis 
vectors to span the self-shielding functions of these same 64 fuels is akin to assuming an infinite 
calibration set size.  Such a case may be realized if the MCNPX simulation models and cross section 
libraries used by MCNPX were perfect. At present, this is not realistic, and so in the foreseeable future, 
experimental calibrations using well-characterized used-fuel assemblies will be required to achieve 
reasonable uncertainties in fissile isotopic mass estimates using these empirical algorithms. 

 
Figure 5-3:  Results for 235U and 239Pu + 241Pu mass estimates for various calibration set sizes 

5.3 Sensitivity to Range of Neutron Slowing-Down Times Used in 
Analysis 

Currently, the neutron slowing-down time region examined in the algorithms is between 20 and 2000 µs.  
This range is used in all of the algorithms.  One measurement concern is that the fission chamber 
detectors will not be able to recover from the initial gamma-ray flash until after a few tens of 
microseconds.  An analysis was performed in which time regions of 60 µs to 2000 µs, 336 µs to 2000 µs, 
and 1125 µs to 2000 µs were used in the semi-empirical algorithm.  These time regions were chosen since 
they correspond to the coarse time bins over which the Monte Carlo variance reduction weight-windows 
were applied in the simulations.  The RMSE values of the isotopic masses using these time regions in the 
semi-empirical algorithm are shown in  

Table 5-1, averaged over the 58 NGSI fuels that are not part of the calibration set.  The RMSE values 
become increasingly poorer for both the 235U and total fissile plutonium mass as more of the earlier times 
are neglected in the analysis.  The data in the time window from 60 to 336 is clearly critical to an accurate 
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extraction of the plutonium masses.  The reason for the sharp drop in RMSE going from the 20	
  µs – 
2000 µs to the 60	
  µs – 2000 µs time range is unknown. 

Table 5-1:  Average RMSE values obtained for 235U and 239Pu + 241Pu masses in the NGSI 64 using 
various slowing-down time ranges in the semi-empirical algorithm 

Time	
  Range	
  (µs)	
   RMSE	
  of	
  235U	
  Mass	
   RMSE	
  of	
  239Pu	
  +	
  241Pu	
  Mass	
  
20	
  –	
  2000	
   11.2	
  %	
   1.8%	
  
60	
  –	
  2000	
   4.4	
  %	
   2.1	
  %	
  
336	
  –	
  2000	
   39.9	
  %	
   11.7	
  %	
  
1125	
  –	
  2000	
   241%	
   34.9%	
  

5.4 LSDS for Full Volume Assay Capability 

One of the advantages of the LSDS technique over other assay techniques is the potential to be sensitive 
to the entire fuel assembly, not just the outer components.  It was anticipated that due to self-absorption, 
there would be less sensitivity to inner portions of the assembly.  Calculations were conducted to quantify 
this reduced sensitivity toward the middle of the assembly.  To investigate this issue, the tally tagging 
feature of MCNPX 2.7.0 [17] was used.  This feature enables more detailed output for the simulation 
results.   

For this calculation, an assay of the assembly having 30 GWd/MTU burnup, 3 wt% initial enrichment of 
235U, and 20 years of cooling time was simulated.  The assay signal observed in the 238U fission chamber 
was tallied as a function of row, from the central to outer concentric rows of the assembly, where each 
row is defined as a square of fuel pins, as shown in the inset in Figure 5-4.  The interrogation neutron flux 
was also tallied as a function of row.  The results, normalized to 1.0 for the outer row, are shown in 
Figure 5-4.  For this fuel assembly, the interrogation neutron flux in the center row is ~90 % that of the 
outer row.  The assay signal per assembly row is a direct measure of the sensitivity of the LSDS to the 
fissile mass in the assembly as a function of depth.  The LSDS is able to measure the fissile mass in the 
inner row of the assembly ~% as effectively as the outer row.  While there is less sensitivity to the middle 
of the assembly, there remains significant sensitivity.  It should be noted that the 55% reduced sensitivity 
is likely an underestimate due to how the assay signal was scored.  For instances, fission neutrons that 
originate in the center of the assembly, but then generate additional fission neutrons in the outer edges of 
the assembly, will be tallied as if the “observed” fission neutrons originated in the outer edge of the 
assembly. 

The results shown in Figure 5-4 are encouraging, since they suggest that the performance of the LSDS 
may be improved by placing additional detectors in the instrumentation tubes in the PWR assembly.  A 
similar investigation conducted by RPI indicated significantly more self-shielding [18], although the RPI 
investigation was performed on fresh fuel having a much higher enrichment of 9.8 wt% 235U.  
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Figure 5-4:  Assay signal per total number of 235U, 239Pu, and 241Pu atoms as a function of depth from 
the inner to the outer rows of fuel pins of the assembly.  Also shown is the interrogation 
neutron flux as a function of depth in the assembly. 

5.5 Assays of Single and Nine Fresh Fuel Pin Arrays  

The assays of single fresh fuel pins and nine fuel pin arrays were also simulated using the LSDS model in 
MCNPX.  The assay signal results for 238U fission chamber signal for the simulated assay of single fresh 
fuel pins having various wt% enrichment of 235U are shown in the left-hand graph of Figure 5-5.  In the 
right-hand graph, the ratio of the assay signals from the 2 wt% to 5 wt% enriched fuel pin relative to the 
1 wt% enriched fuel pin are shown.  The assay signals are not proportional to the 235U (fissile material) 
present in the fresh fuel pins, indicating the effect of self-shielding even for a single pin.  Similar results 
are shown in Figure 5-6 for the simulated assays of nine pin arrays of fresh fuel having various 235U 
enrichments.  From the FY2011 analysis report [16], it was mentioned that such results would be 
analyzed to determine if improvements could be made to the analytical self-shielding model.  These 
attempts were unsuccessful, since the self-shielding effects could not be easily characterized within the 
context of the analytical model and extended to full assemblies.   



 PNNL-21820 

31 

 
Figure 5-5:  LEFT: 238U fission chamber signal obtained from the simulated assay of single fresh fuel 

pins of various wt% of 235U enrichments.  RIGHT: The 238U fission chamber signal are 
shown normalized to the signal for the 1 wt% enriched fuel pin. 

 
Figure 5-6:  LEFT: 238U fission chamber signal obtained from the simulated assay of nine fresh fuel pin 

arrays of various wt% of 235U enrichments.  RIGHT: The 238U fission chamber signal 
signals are shown normalized to the signal for the 1 wt% enriched nine fuel pin array. 

5.6 Sensitivity to Water in Fuel Pins 

A sensitivity analysis was also performed using MCNPX simulations to determine the effect on the 238U 
fission chamber signal when adding various amounts of water to the central row of fuel pins.  For this 
study, the NGSI fuel assembly having 30 GWd/MTU, 3 wt% initial 235U enrichment, and 20 years of 
cooling time was used as the base assembly model.  The goal of this analysis was to determine whether 
cracked fuel pins could be detected using the LSDS.  The results of this analysis are shown in Figure 5-7.   
While the water clearly has an effect on the assay signal, no attempt has been made to quantify the impact 
of the water on the algorithms as calibrated against the NGSI-64 set of assemblies.   
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Figure 5-7:  Simulated 238U fission chamber signals for various wt% of water of each pin in the central 

row of fuel pins in the 30 GWd/MTU, 3 wt% enriched, 20 year cooling time assembly 
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6.0 Conceptual LSDS Design Studies 
Ongoing efforts include developing a conceptual design of an LSDS for use in assaying used-fuel 
assemblies.  Assay times of approximately half of an hour are considered reasonable for the LSDS.  In 
FY2012, simulation analyses were conducted to determine the required neutron source strength to achieve 
this assay time.  Also, an analysis was conducted to determine the size and dimensions of the lead 
required for the LSDS.  

6.1 Neutron Source Strength Requirements 

The number of source neutrons required in a notional LSDS to achieve the same level of uncertainties in 
the results of the current MCNPX simulations are shown in Figure 6-1.  These results were calculated 
assuming the absolute detection efficiency of 32 238U fission chambers combined.  Each of these fission 
chambers were assumed to have cylindrical dimensions of 60 cm high and 3.29 cm in diameter coated 
with an active layer of 1 mg/cm2 of pure 238U metal.  A total source neutron value of 1016 neutrons is 
currently assumed for generating Poisson noise in the simulated fission chamber signals for the time 
spectra analysis algorithms used to estimate the fissile isotopic masses.  This number of neutrons can be 
reasonably generated within a 30 minute time period using currently available LINACs.  The stair-step 
behavior of this figure is created by the variance reduction techniques applied in the simulation.  The 
MCNPX simulations provide statistical uncertainties smaller than the 1016 neutrons only for times greater 
than 1 ms.   

The current statistical uncertainties of the simulations present a challenge for interpretation of some of the 
results.  In the algorithm, it is assumed that the simulated signals are effectively noise free, so that noise 
equivalent to 1016 neutrons is added to the signals.  When the MCNPX simulations have greater statistical 
uncertainty than the Poisson noise characteristic of 1016 neutrons, the simulation uncertainties dominate 
the analysis, which could create artifacts in the analysis.  This situation complicates the interpretation of 
the analyses.  For instance, if the geometry is modified in a manner to effectively increase the number of 
source neutrons for times less than 1 ms, it is unclear whether the modified geometry provides greater 
sensitivity, or if the reduced uncertainties are simply a result of improved statistics.  A thorough study of 
the impact of statistical uncertainties on the analysis conclusions would involve varying the statistical 
precision of the MCNPX simulations within ranges currently supported by computational resources at 
PNNL and examining the effects of improved precision on convergence of the analysis results.  Although 
this study has not yet been carried out, results to date are encouraging. The analysis is already achieving 
acceptable uncertainties when Poisson noise characteristic of 1016 sources neutrons is added to the time 
spectra, despite significant portions of the time spectra containing statistical noise for far fewer neutrons.  
Improved statistical noise of the MCNPX simulations may enable reduced uncertainties or reduced 
number of required source neutrons. 
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Figure 6-1:  Number of source neutrons required in an LSDS to achieve the same level of fractional 

uncertainties in the MCNPX-simulated 238U fission chamber signal 

6.2 Lead Size Requirements 

An analysis was conducted to determine the appropriate outer dimensions of lead required for the LSDS.  
For this analysis, cylindrical LSDS instruments having various sizes of lead (outer dimensions) were 
simulated with the 30 GWd/MTU, 3 wt% initial enrichment, and 20 year cooling time assembly.   

For the first round of simulations, the source location was kept constant at approximately 60 cm from the 
edge of the fuel assembly.  The neutron source was assumed to be isotropic.  The results of these 
simulations are shown in Figure 6-2.  These results indicate the cylindrical LSDS having outer 
dimensions of 1.5 m height and 1.5 m diameter, with a mass of 28.6 metric tons, is the smallest LSDS that 
can achieve a reasonable time-spectral resolution.  Increasing the lead outer dimensions to 1.75 m by 
1.75 m significantly increases the assay signal, as does increasing to the 2 m by 1 m size, which are the 
dimensions of the LSDS that was used for all MCNPX simulations and analyses conducted by PNNL.  
An interesting feature of the graph in Figure 6-2 is the apparent increase in resolution with increasing 
LSDS size.  One explanation for this would be that fast neutrons which would have otherwise quickly 
escaped in a smaller LSDS are more likely to scatter, lose energy, and contribute to fissions in the fuel 
assembly in the larger LSDS.  Keeping in mind that very good accuracies on total fissile plutonium were 
obtained using simulated results of the 2 m by 1 m LSDS and the results shown in Figure 6-2, it is likely 
that 30 – 40 metric tons of lead would be sufficient for the LSDS design.  At this point, these results on 
the dimensions of the lead are qualitative.  The appropriate way to understand the impact of the lead 
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dimensions is to run the process for all geometries for all assemblies of the NGSI 64 set and determine the 
mass uncertainties. 

 
Figure 6-2:  Simulated 238U fission chamber signal for cylindrical LSDS instruments of various size (lead 

outer dimensions).  The source location was kept constant at ~60 cm from the fuel.  

Results are shown in Figure 6-3 for the LSDS instruments with different source-to-fuel distances.  Results 
from two lead dimensions, 1.5 m by 1.5 m and 1.75 m by 1.75 m, with the source located at 40 and 60 cm 
from the closest edge of the fuel are shown in this figure.  The neutron source is assumed to be isotropic 
in this study.  These results show a large increase in signal strength and time-spectral resolution when the 
source is moved deeper in to the LSDS and closer to the fuel.  One cause for this effect may be that when 
the neutron source is placed further into the LSDS, neutrons that are emitted away from the fuel have a 
greater chance of backscattering off the lead and have less chance of escaping the LSDS. 
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Figure 6-3:  Simulated 238U fission chamber signal for cylindrical LSDS instruments of various size (lead 

outer dimensions).  The source distance from the fuel was varied between 40 and 60 cm. 

6.3 Level of 235U impurities and cadmium 

One of the challenges in the LSDS design has been the development of a fast neutron detector.  The ideal 
detector would be sensitive only fast neutrons.  A pure 238U fission chamber would have very little 
sensitivity to neutrons below 0.5 MeV, however a pure 238U chamber is not practical, given that even 
minuscule levels of natural uranium or depleted uranium would introduce significant 235U impurities.  It is 
important to determine what level of 235U impurities is acceptable.   

A first qualitative attempt to answer that question has been completed and is shown in the top of Figure 
6-4.  The assay signals of a 238U fission chamber with various levels of impurities of 235U are shown.  No 
impurities and 4 ppm 235U produce essentially the same signal.  While the higher levels of impurities do 
change the response, they do not dramatically alter the shape of the response.  As a result, it may be 
possible that significantly higher levels of 235U impurities than 4 ppm may be tolerable and provide 
reasonable uncertainties once applied across the NGSI 64 library. 

A follow-up issue to the level of 235U impurities is the possibility of using cadmium-lined fission 
chambers to reduce the thermal neutron flux in the fission chambers, thus making them less sensitive to 
235U impurities.  A plot similar to the top of Figure 6-4, but with 1 mm of cadmium lining around the 
fission chambers, is shown at the bottom of this figure.  The cadmium only modestly reduces the 
sensitivity to the level of 235U impurities, and it also significantly impacts the shape of the signal.  This 
change in the shape can be more easily seen in Figure 6-5, which also includes the assay signal from a 
232Th fission chamber.   
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Figure 6-4:  Sensitivity to 235U impurities in a 238U fission chamber.  The top figure is the count 

efficiency of the nominal 238U fission chamber with given levels of impurities.  The bottom 
figure is similar, except that the fission chamber has been surrounded by 1 mm of cadmium.  
The “SmFC” denotes a certain fission chamber geometry used in the simulations. 
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Figure 6-4:  Comparison of assay signal response for a pure 238U chamber, a pure 232Th chamber and a 

238U chamber lined with 1 mm of cadmium. 

 

Two general conclusions can be drawn from these studies: 

• It is possible that considerably higher than 4 ppm 235U impurities may be tolerable in a 238U fission 
chamber, and 

• Cadmium is not very beneficial.  It does not significantly reduce the sensitivity to the level of 235U 
impurities and it significantly alters the shape of the response, possibly destroying some of the signal.   
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7.0 Future Work 
In FY2013, PNNL will continue efforts to develop and refine design requirements of an LSDS for the 
ultimate purpose of assaying used-fuel assemblies.  The requirements include quantitative analysis to 
justify lead size, placement of neutron source, intensity of neutron source, and the number and type of 
detectors required.  In addition, several steps need to be taken to improve the baseline simulation 
geometry.  These improvements include incorporation of lead impurities, implementation of an electron-
based neutron source, and improvement of statistical uncertainties in the simulations.  Future efforts will 
be directed toward more extensive experimental benchmarking of currently implemented time-spectra 
analysis algorithms.   
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8.0 Conclusions  
The potential for LSDS to provide direct, independent, and accurate assay of uranium and plutonium 
isotopes in used fuel relies heavily on developing time-spectra analysis methods that can account for the 
nonlinear effects of self-shielding and neutron absorption by non-fissile isotopes.  The time-spectra 
analysis method development efforts from FY2012 were evaluated using a simulated library of PWR 
used-fuel assemblies that spans a wide range of initial enrichment, burnup and cooling time (and included 
pin-to-pin and within-pin burnup variation).  The major conclusions of the FY2012 evaluation of the time 
spectral analysis algorithm are summarized below:  

• The calibration-based SVD algorithm demonstrated the ability of the LSDS to perform direct and 
independent assay of 239Pu and 241Pu to an average uncertainty less than 2% for the wide 
parameter space spanned by the NGSI 64 and 27 diversion used-fuel assemblies.   

• A calibration set of six fuels provided reasonable uncertainties in the masses. 

• Two new time-spectra analysis algorithms were developed in FY2012 that do not rely on 
plutonium isotopic fission chambers.  

• The time-spectra analysis algorithms developed and refined in FY2012 were successfully applied 
to experimental data measured by RPI with their LSDS in FY2011.  Reasonable estimates 
(RMSE <5%) on 235U mass were obtained for all time-spectra analysis algorithms.  More variety 
in the plutonium experimental data is required for better evaluation of the algorithms.   

• The sensitivity of the semi-empirical algorithm to the uncertainties of the calibration masses was 
determined.  For example, 2% uncertainty in the 235U, 239Pu, and 241Pu masses in the calibration 
set fuel assemblies resulted in average RMSE values for 239Pu + 241Pu mass still within 3%. 

• The assay signal of the LSDS is sensitive to the center of the assembly at ~55% compared to the 
outer edges of the assembly.  This may be potentially remedied with the use of small in-core 
fission chambers inserted into the guide tubes.  

• Adequate sensitivity can be achieved with 30-40 metric tons of lead.  More lead may improve 
sensitivity of the approach. 

Provided the neutron emission from the interrogation neutron source is fairly isotropic, the neutron source 
should be located near the center of the LSDS.  
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Appendix A: Numerical Methods and Fitting Algorithms 

All of the time-spectral analysis algorithms described in this paper incorporated the Poisson variability 
that would be expected in real data.  Poisson statistical counting uncertainty was simulated into the assay 
signal, y(t), and the isotopic response functions, xi(t).  For the assay signal, Poisson counts were simulated 
in each time bin, Y(t), with expected number of counts equal to y(t)*SFy*M*N, where SFy is a scaling 
factor equal to 0.0485 to account for the absolute detection efficiency of 32 threshold fission chambers 
(sizes specified in [7]), each lined with a 1-micron layer of active materials (e.g., 232Th or 238U), M is the 
total number of neutrons emitted per pulse, and N is the number of pulses utilized in the simulated assay 
(e.g., one pulse every 10 milliseconds for a 15-minute assay would result in approximately 1x105 pulses).  
For the isotopic response functions, the simulated Poisson counts, Xi(t) used an expected number of 
counts equal to xi(t)*SFx*M*N, where SFx is a scaling factor equal to 0.0025 to account for the absolute 
detection efficiency of a single fission chamber lined with an active layer of 1 micron of 239Pu, 241Pu or 
235U, also with the fission chamber size described in [7].  For all of the analysis presented in this report, 
the M and N values were set at 108, resulting in a total number of emitted neutrons of 1016 for the assay of 
each assembly, the estimated required number of source neutrons, as described in section 4.0 of this 
report. 

The fitting method used for in this work, the Maximum Likelihood Estimation (MLE), involves 
minimizing the objective function, R, the negative log-likelihood, given by 

 R = ( !y (t j
j=1

n

" )#Y (t j )log( !y (t j )))
,
 (A.1) 

where log is the natural logarithm and y′(tj) is the calculated assay signal.  For example, y’(ti) for 
the semi-empirical algorithm is  

 . (A.2) 

In (A.2), (8) was substituted for f(tj) when applying the semi-empirical algorithm. 

!y (t j ) = f (t j )C
mi
! i Aii

" Xi (t j )
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Appendix B: Use of Isotopically Impure Plutonium Fission 
Chambers 

B.1 Introduction 

PNNL has developed a semi-empirical algorithms for extracting the isotopic masses of fissile 235U, 239Pu, 
and 241Pu present in a used fuel assembly [16].  In the current formulation of the semi-empirical 
algorithm, the isotopic fission chambers are assumed to each be comprised of 100 % pure isotopic fissile 
material.  It is impractical to assume that 100 % pure isotopic 239Pu or 241Pu fission chambers can be 
realized for use in an LSDS.  Therefore, the objective of this analysis is to determine if the theory upon 
which the current PNNL LSDS algorithm is still valid if one has only impure isotopic fission chambers 
available.  The theory is first developed, here, for the case of pure isotopic fission chambers.  Then, the 
theory based on the use of impure fission chambers is developed.   

B.2 Theory Based on Pure Isotopic Fission Chambers 

The current PNNL algorithms are based on the theory developed in [14].  Using this theory, the assay 
response, Y238, from a pure 238U fission chamber is 

 . (B-1) 

In (B-1), η1 is the absolute efficiency of the assay detector, k1 is a normalization constant, Ni is the 
number of isotopes of type i present in the fuel assembly, ν is the average neutron yield per fission event 

for isotope i, and  is the fission reaction for isotope i. 

The response of a pure isotope fission chamber is given by 

 . (B-2) 

In (B-2), k2 and η2 are the normalization constant and absolute efficiency, respectively, of the isotopic 
fission chambers.  These two quantities are assumed to be the same for each isotopic fission chamber.   
Also, ni is the number of isotopic nuclei of type i present in the isotopic fission chamber. 

Assuming that the shapes of the interrogating neutron flux at the isotopic and assay fission chambers are 

the same, each of the fission reaction terms, , can be eliminated by using (B-2), resulting in 

  . (B-3) 

To simplify the analysis, we assume that the number of nuclei present in each of the isotopic fission 
chambers is unity, and therefore the ni’s drop out of (B-3).  This simplification is justified for the purpose 
of this purely theoretical analysis, since the number of nuclei present in the isotopic fission chambers is a 
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constant and independent of the fuel assembly being assayed.  Then, factoring out NA, Avogadro’s 
number, (B-3) can be written as 

 . (B-4) 

We then take in to account the difference in the interrogation neutron flux within the fuel and the isotopic 
fission chambers, namely f(t), given by 

  .  (B-5) 

Then, letting , and multiplying (B-4) by (B-5), we obtain the equation used in the current 

PNNL time-spectral analysis methods, based on pure isotopic fission chambers: 

 . (B-6) 

This equation has been demonstrated to be successful in determining the fissile isotopic masses of 235U, 
239Pu, and 241Pu [16]. 

B.3 Theory Based on Impure (mixed) Plutonium Isotopic Fission 
Chambers 

In this section, we show how the theory of the previous section can be applied for the case of impure 
plutonium isotopic fission chambers, with only a slight modification.  We assume that a pure 235U isotopic 
fission chamber is available, such that using (B-2) its response is given by  

  . (B-7) 

We then assume that we have two plutonium fission chambers, one that contains n239 atoms of 239Pu and 
n241 atoms of 241Pu while the other contains τ239 atoms of 239Pu and τ241 atoms of 241Pu, such that their 
responses are given by 

 , (B-8) 

 .  (B-9) 

We can then use (B-8) and (B-9) to solve for the fission reaction rates  and in 

terms of the other variables: 
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  , (B-10) 

 

 

 .  (B-11) 

In contrast to (4) for the case of pure isotopic fission chambers, by substituting (B-7), (B-10), and (B-11), 
into (B-1), to obtain 

 .  (B-12) 

In (B-12), we have replaced the terms in brackets in (B-10) and (B-11) by A(t) and B(t), respectively.  In 

contrast to (B-6) for the case of assuming pure isotope fission chambers, letting  and 

multiplying by f(t) to account for the difference in the flux between the isotopic fission chambers and 
within the fuel, we obtain 

 . (B-13) 

B.4 MCNPX Simulations for Particular Cases of Pure and Impure 
Plutonium Isotopic Fission Chambers 

It is shown by (B-13) that the theory developed for the case of pure isotopic fission chambers can be 
slightly modified for the case of impure plutonium isotopic fission chambers.  However, in this section, 
we give an example in order to provide confidence in this result. For simplicity in the derivation, the 
number of atoms in each fission chamber is normalized to 1. 

As an example, let us assume that we have a fission chamber containing 80 wt% 239Pu and 20 wt% 241Pu, 
such that n239 = 0.8013 and n241 = 0.1987.  Let us also assume that we have a fission chamber containing 
20 wt% 239Pu and 80 wt% 241Pu, such that τ239 = 0.7987 and τ241 = 0.2013.  We will assume that we have a 
pure isotopic 235U fission chamber, such that n235 = 1.  Then, for this particular case,  

  and . (B-14) 
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B.5 

For this example, using MCNPX, we simulated the assay of a fuel assembly having 30 GWd/MTU, 3% 
enrichment, and 20 year cooling-time, taken from the LANL 64 used fuel assembly library.  In the 
MCNPX simulation, we specified pure isotopic 235U, 239Pu, and 241Pu fission chambers as well as the 
impure plutonium fission chambers having the percent weight compositions mentioned above.  This was 
done using the MCNPX flux multiplier tally, and tallying the expected fission reaction rates in each of the 
isotopic fission chambers.  

The MCNPX simulation was done in order to verify the mathematical correctness of (B-13).  From the 
MCNPX simulation results, for the pure isotopic fission chamber case, we calculated f(t)C.  This was 
done by dividing  by term in brackets in (B-6), using the known masses of 235U, 239Pu, and 241Pu in 

the used fuel assembly.  This value of f(t)C was then substituted into (B-13) to calculate , along 
with the responses of the mixed plutonium fission chambers.   As shown in Figure B-1, the assay detector 
response calculated using (B-13) and that tallied directly from MCNPX are identical, verifying the 
mathematical correctness of (B-13). 

 
Figure B-1:  Calculated and actual MCNPX-tallied 238U assay detector responses 
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